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Our analysis focusses on association measures for noun-adjective combinations of dependency-re-
lated co-occurrences. In the study we limit ourselves to binary collocations, i.e. pairs of two words, 
for English, German, and Russian. All three languages belong to the same language family (Indo-Eu-
ropean); English and German share a longer common ancestry, being both Germanic languages. 
Typically different levels of attention are paid to them (most often English data tend to be more ana-
lyzed) The languages also differ both in their syntactic and their morphological nature. The Russian 
language is often quoted as a highly inflecting language demonstrating both synthetic and analytical 
features. Thus to the best of our knowledge the present work is the first study of this kind. 

In our study we would like to answer the following question: what differences do we find between 
the languages concerning noun-adjective collocations extracted from syntactic dependencies? For 
this task we evaluate lists of relational collocation candidates extracted with the help of association 
measures and analyze whether the association measures perform the same across the different lan-
guages with respect to precision and recall. We also calculate the statistical correlations between the 
measures to investigate whether they are the same in the different languages.

From a historical point of view, German and English are more similar to each other than each of them 
is to Russian, so one could expect a similar behaviour when it comes to their collocational patterning. 
On the other hand, German and Russian are typologically somewhat similar in that they both have a 
(more or less) elaborate case system and tend to form compounds as single orthographic words (for 
Russian this is only true to a certain degree). We would thus expect to see bigger differences be-
tween German/Russian on the one hand and English on the other hand with regard to noun-adjective 
collocations. 

We aim to use comparable gold standards that include examples extracted from lexicographic works 
for all three languages. The information about collocations can be presented in different resources 
(for examples, explanatory or specialized dictionaries, thesauri, wordnets, databases etc.). For exam-
ple, we use Oxford Collocations Dictionary for Students of English (OCD2) as a gold standard for 
English. We confine ourselves to noun-adjective collocations as this type of phrases is well-defined 
in various lexicographic resources. We decided to use large web corpora that comprise billions of 
tokens and provide a high coverage of the gold standards, in particular DECOW16A, ENCOW16A 
(Schäfer & Bildhauer, 2012; Schäfer, 2015) and Araneum Russicum II Maximum (Benko, Zakharov, 
2016). The corpora were annotated with state-of-the-art dependency parsers that enabled us to extract 
specific syntactic relations (such as verb+subject and verb+object). Following the approach of Evert 
& Krenn (2005), we rank the candidates using a wide range of statistical association measures (those 
evaluated by (Evert et al., 2017) on a smaller English gold standard) and evaluate collocation identi-
fication quality in terms of precision-recall graphs; average precision up to 50% recall (AP50) is used 
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to make quantitative comparisons. We evaluate both a global ranking of all candidates as in (Bartsch 
& Evert, 2014) and a separate ranking for each node as in (Uhrig & Proisl, 2012).

Fig. 1: Precision-recall graphs based on global ranking of all candidates for English verb/object collocations

The experiments on English noun-adjective collocations showed the following results (figure 1). We 
made a global ranking of all candidates with frequency threshold f ≥ 5 comparing them to the gold 
standard from OCD2. The best overall measure is log-likelihood that outperforms the second best 
measure t-score. The coverage of 76.7% shows that the majority of all noun-adjective collocations 
from the OCD2 gold standard occur at least 5 times in the large Web corpus. The further experi-
ments suggest that for English collocations log-likelihood proves to be the best measure for all types 
except adjective-verb collocations. For adjective-verb collocations MI4 gives better results, while 
subject-verb collocations appear to be particularly hard to identify. Our earlier experiments on Rus-
sian data have shown that t-score and Dice proved to extract the largest number of collocations that 
overlap with the data found in dictionaries (Khokhlova, 2017).
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