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The extraction of collocations from corpora is of central importance for linguists working on such diverse topics as 

foreign language lexicography (see for instance Sinclair 1987), language learning (Nesselhauf 2005), linguistic 

varieties (e.g. Schilk 2006), or psycholinguistic experiments (e.g. Ellis/Frey 2009, Ellis et al. 2009). For all these 

researchers, it is desirable to have access to “good” lists of collocates for a given word. We shall demonstrate in our 

presentation that the use of dependency-annotated corpora leads to substantially improved results.

Over the past few years, dependency grammar has gained more and more support in Natural Language Processing

(NLP) so that both native dependency parsers as well as systems for the conversion of phrase structures into

dependency structures are available today. Since the idea of a dependency analysis is to make explicit the

syntactic-semantic relations between the word forms in a sentence, it is perfectly suited to the automatic

extraction of collocations and other multi-word units (see for instance Weller/Heid 2010). Dependency

annotation allows us to restrict the analysis to only those co-occurring items that are related and thus to exclude

all items that are only found in the direct linguistic context by coincidence. On the other hand it can also find long-

distance dependencies identified by the parser that are found outside a window of n (typically 5) tokens to either 

side.

For English, the Stanford Dependencies Model (de Marneffe et al. 2006, de Marneffe/Manning 2008) is a 

common annotation scheme in the area of Natural Language Processing (see Cer et al. 2010). It comes with a free 

piece of software1 that can convert Penn-Treebank-style phrase structure trees (which are still a sort of de-facto 

standard in NLP) into dependency structures.

In our presentation we will compare our mechanism for the extraction of collocations on the basis of dependency

relations to the established window-based approach. The comparison will be based on the parsed version of the

British National Corpus (BNC) of the Treebank.info project (Uhrig/Proisl 2011). The results are then evaluated

against the Oxford Collocations Dictionary for Students of English (2nd edition). We will show that both precision

                                                          
1 http://nlp.stanford.edu/software/lex-parser.shtml
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and recall can be improved significantly with our method; thus it can provide both shorter and more accurate lists 

to researchers.

We will conclude our paper by explaining how researchers can upload their own corpora to the Treebank.info

platform and obtain dependency-based collocation lists of their own data. The presentation of the data can be 

arranged according to the dependency relation that connects the pairs of words in a way similar to the 

presentation given by the Sketch Engine (Kilgarriff et al. 2004), but based on a full syntactic parse.
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